Sensor diaphragm under initial tension: Nonlinear responses and design implications
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Abstract

In this article, recent investigations into the dynamic behavior of a pressure-sensor diaphragm under initial tension are presented. A comprehensive mechanics model based on a plate with in-plane tension is presented and linear analysis is carried out to examine the transition from plate behavior to membrane behavior. It is shown that, for certain tension parameter values, it is appropriate to model the diaphragm as a plate–membrane structure rather than as a membrane or a plate. In the nonlinear analysis, the effect of cubic nonlinearity on the response is studied when the excitation frequency is close to either one-third of the first natural frequency or the first natural frequency. The nonlinearity limits the sensor bandwidth and dynamic range. It is discussed as to how a high bandwidth and high sensitivity can be realized by decreasing the diaphragm thickness and applying an appropriate tension. However, as the in-plane tension is changed, there is a trade-off between the sensitivity and dynamic pressure range. The analyses and related results should be valuable for carrying out the design of circular diaphragms for various sensor applications, in particular, for designing sensors on small scales.

© 2007 Elsevier Ltd. All rights reserved.

1. Introduction

The diaphragm structure is a common element of different types of pressure sensors, including silicon piezoresistive sensors, capacitive sensors, and fiber-optic sensors [1–3]. When a diaphragm is used as a sensor transducer for dynamic pressure sensing, the vibration of this diaphragm structure is detected either through the displacement of the diaphragm or through the strain induced in the diaphragm by the vibration. In recent work [3–7], both of these two means have been considered for designing appropriate mechanical elements for fiber-optic pressure sensors. Since the sensitivity, bandwidth, and linearity of a pressure sensor are directly related to the structural behavior of the diaphragm, choosing an appropriate diaphragm model is important for optimizing the sensor design parameters and achieving an optimum sensor performance. In many cases, the diaphragm is a stretched thin structure such as in a condenser microphone, and the membrane equations...
are usually used for analyzing the diaphragm vibrations [1–4]. However, as pointed out in the recent work of Yu and Balachandran [8], a membrane model is not always the most appropriate one.

Sheplak and Dugundji [9] carried out static analysis of a clamped circular plate under initial tension and studied the transition range from plate behavior to membrane behavior in terms of the tension parameter $k$. For "small" plate deflections, they have shown that the transition from plate behavior to membrane behavior can be described in terms of a non-dimensional tension parameter $k$. This transition occurs over the range $1 < k < 20$, with the plate behavior dominating for $k < 1$ and the membrane behavior dominating for $k > 20$. In the work of Yu and Balachandran [8], this earlier work is extended to the dynamic case and the diaphragm response is characterized in terms of the tension parameter $k$. It is shown that the transition range depends on the vibration mode of interest. The authors also discussed how the analysis and related results can be used to tailor the sensor diaphragm characteristics to address the trade-off between sensitivity and bandwidth. In addition to the sensitivity and bandwidth, the dynamic range is another important sensor design parameter that needs to be investigated through a nonlinear analysis. In this paper, this is carried out to obtain a fundamental understanding of the effects of the nonlinearity on the pressure-sensor performance. In this regard, it is pointed out that the importance of considering the influence of the nonlinearity on the frequency response of a pressure sensor has been previously recognized [10]. However, the treatment presented here allows for a more complete examination of the influence of the nonlinearity since it is not restricted to be necessarily weak. This enables one to get a more complete picture of the sensor behavior.

The rest of this article is organized as follows. In Section 2, the model of a plate with in-plane tension is provided and the linear analysis conducted earlier is revisited. The plate–membrane transition behavior is discussed and the results obtained for a representative case are presented. In Section 3, the nonlinear analysis is detailed and results are presented for cases when the excitation frequency is close to the first natural frequency and one-third of the first natural frequency. The effects of the nonlinearity, initial tension, and damping on the sensor bandwidth and dynamic range are discussed along with guidelines for designing a pressure-sensor diaphragm. Concluding remarks are collected together in the last section.

2. Model development, linear analysis, and results

In Fig. 1, a clamped, circular diaphragm of radius $a$ and thickness $h$ subjected to a uniform pressure field $p$ is illustrated. Young’s modulus of elasticity and Poisson’s ratio of the diaphragm material are denoted by $E$ and $v$, respectively. The initial tension per unit length applied to the diaphragm is represented by $N_0$. 

![Fig. 1. Illustration of a diaphragm clamped along its edge.](image-url)
The non-dimensional tension parameter $k$ is defined by
\[
k = a \sqrt{\frac{N_0}{D} = a \sqrt{\frac{12(1 - v^2)}{E} N_0/h} = a \sqrt{\frac{12(1 - v^2) T}{E}},}
\]
where the constant $D = Eh^3/(12(1 - v^2))$ and $T = N_0/h$ is the tension per unit area. In the analysis that follows, it is shown the choice of a plate model or a membrane model actually depends on the tension parameter $k$, not on just the initial tension per unit length $N_0$ applied to the diaphragm. The nonlinear partial-differential equation governing an isotropic plate with initial tension is of the form \[11,12\]
\[
\rho h \frac{\partial^2 w}{\partial t^2} + D \nabla^4 w - N_0 \nabla^2 w = \frac{\partial^2 w}{\partial r^2} \left( \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} \right) + \frac{\partial^2 \Phi}{\partial r^2} \left( \frac{1}{r} \frac{\partial w}{\partial r} + \frac{1}{r^2} \frac{\partial^2 w}{\partial \theta^2} \right) - 2 \left( \frac{1}{r} \frac{\partial^2 \Phi}{\partial r \partial \theta} - \frac{1}{r^2} \frac{\partial \Phi}{\partial \theta} \right) \left( \frac{1}{r} \frac{\partial w}{\partial r} - \frac{1}{r^2} \frac{\partial^2 w}{\partial \theta^2} \right) - 2 \mu \frac{\partial w}{\partial t} + f(r, \theta; t),
\]
where $r$ is the radial distance from the center, $\theta$ is the angular coordinate, $t$ is the time variable, $w(r, \theta; t)$ is the transverse displacement, $\mu$ is the damping coefficient, and $f(r, \theta; t)$ is the transverse loading per unit area. As shown in Ref. \[12\], the stress function $\Phi$ should satisfy the compatibility equation
\[
\nabla^4 \Phi = Eh \left[ \left( \frac{1}{r} \frac{\partial \Phi}{\partial r} - \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} \right)^2 + \frac{\partial^2 \Phi}{\partial r^2} \left( \frac{1}{r} \frac{\partial w}{\partial r} + \frac{1}{r^2} \frac{\partial^2 w}{\partial \theta^2} \right) \right].
\]
The boundary conditions along the clamped edge at $r = a$, the requirement that the transverse displacement is finite at the plate center (i.e., $r = 0$), and the conditions on the radial displacement $u$ and the hoop displacement $v_h$ are given by
\[
w(r, \theta; t)|_{r=a} = 0, \quad \frac{\partial w(r, \theta; t)}{\partial r}|_{r=a} = 0, \quad u|_{r=a} = u_0 = \frac{N_0(1 - v)a}{Eh}, \quad v_h|_{r=a} = 0,
\]
\[
|w(r, \theta; t)|_{r=0} < \infty, \quad |\Phi(r, \theta; t)|_{r=0} < \infty.
\]
From Eqs. (4) and (A.12)-(A.17) of Appendix A, one can obtain the following conditions on $\Phi$:
\[
\frac{\partial^2 \Phi}{\partial r^2} - \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} = 0 \quad \text{at} \quad r = a,
\]
\[
\frac{\partial^3 \Phi}{\partial r^3} + \frac{1}{r} \frac{\partial^2 \Phi}{\partial r^2} - \frac{1}{r^2} \frac{\partial \Phi}{\partial r} + \frac{2 + v}{r^2} \frac{\partial^3 \Phi}{\partial r \partial \theta^2} - \frac{3 + v}{r^3} \frac{\partial^2 \Phi}{\partial \theta^2} = 0 \quad \text{at} \quad r = a.
\]
For “small” transverse displacements, Eq. (2) can be reduced to the linear form \[10–13\]
\[
\rho h \frac{\partial^2 w}{\partial t^2} + D \nabla^4 w - N_0 \nabla^2 w = -2 \mu \frac{\partial w}{\partial t} + f(r, \theta; t).
\]
As discussed in the work of Yu and Balachandran \[8\], for the linear, undamped and unforced system, the characteristic equation is given by
\[
I_m(x_{1m}a)J'_m(x_{2m}a) - J_m(x_{2m}a)I'_m(x_{1m}a) = 0,
\]
where the prime indicates a derivative with respect to $r$ and the functions $I_m(x_1r)$ and $J_m(x_2r)$ are the modified Bessel function of the first kind and the Bessel function of the first kind, respectively. Each of these functions is of order $m$, which is used as a vibration mode index along the circular direction. Determining the roots of Eq. (8) for each value of $m$ and labeling them successively using the integer $n$, which is used as a vibration mode index along the radial direction, it is found that the natural frequencies can be written as
\[
\omega^2_{mn} = \frac{D}{\rho h a^2} (x_{2mn}a)^2 \left( (x_{2mn}a)^2 + k^2 \right),
\]
where \( k \) is the tension parameter introduced in Eq. (1). The associated mode shapes are given by

\[
W_{mn}(\rho, \theta) = A_{mn} \left[ \frac{J_m(\alpha_{2mnr})}{I_m(\alpha_{1mnr})} \right] \frac{I_0(\alpha_{1mnr})}{C_0} \cos(\theta - \phi_m),
\]

(10)

In Fig. 2, for the first vibration mode (i.e., \( m = 0, n = 1 \)) and the other vibration modes, the transition from plate behavior to membrane behavior is shown. To obtain each of these plots, the eigenvalue \( (\alpha_{2mna}) \) is determined from Eq. (8) for different values of \( k \). For the first vibration mode, as \( k \) decreases and takes on values less than 1, the graph of \( (\alpha_{2mna}) \) is asymptotic to the plate case (i.e., \( \alpha_{201a} = 3.196 \)). As \( k \) increases and becomes larger than 20, the graph of \( (\alpha_{2mna}) \) is asymptotic to the membrane case (i.e., \( \alpha_{201a} = 2.404 \)). There is a transition from a plate behavior to a membrane behavior in the region \( 1 < k < 20 \). This result is similar to that obtained by Sheplak and Dugundji [9] for the static case. For higher vibration modes, this transition region also exists and it moves towards the direction of increasing \( k \).

When designing a pressure sensor, the sensor bandwidth is chosen to be less than the first natural frequency of the diaphragm. As shown in Ref. [8], by either decreasing the radius, increasing the thickness, or increasing the tension parameter, the first natural frequency of the diaphragm can be increased, which in turn increases the sensor bandwidth. However, trade-offs that exist between the bandwidth and sensitivity have to be examined carefully, since a high bandwidth may not mean high sensitivity and vice versa. Assuming that the sensing mechanism is based on a pressure-induced diaphragm displacement measurement (in most cases, the diaphragm center displacement), the sensitivity is proportional to the diaphragm center displacement under unit pressure.

Considering the forced response of a damped diaphragm subjected to the harmonic excitation \( f(\rho, \theta, t) = p \cos \omega_0 t \) and using a single-mode approximation, the diaphragm displacement at the center (i.e., \( r = 0 \)) can be shown to be [8]

\[
U_0(r = 0, \theta) = \frac{2\pi p a}{\rho h N_1} \left[ \frac{1}{\omega_0} \frac{J_1(\omega_0 a)}{I_0(\omega_0 a)} - \frac{J_0(\omega_0 a)}{I_0(\omega_0 a)} \right] \frac{1 - J_0(\omega_0 a)}{J_0(\omega_0 a)} \frac{1}{\omega_0} \sqrt{1 - (\omega/\omega_0)^2} + 4\zeta_1^2(\omega/\omega_0)^2, \]

(11)

where

\[
\zeta_1 = \frac{\mu}{\rho h \omega_0}, \quad N_1 = \frac{1}{A_{01}} \int_0^a 2\pi r W_{01}^2(r, \theta) \, dr,
\]

\( \omega_0 \) is the natural frequency of the first vibration mode, and \( A_{01} \) is a constant associated with the first mode shape \( W_{01}(r, \theta) \).
As a representative case, a Mylar diaphragm with the Young’s modulus of elasticity $E = 3.45 \times 10^9$ Pa, density $\rho = 1.29 \times 10^3$ kg/m$^3$, and Poisson’s ratio $\nu = 0.41$ is considered. For a diaphragm radius of 1.75 mm and thickness values of 40, 20 and 5 $\mu$m, the dependence of the first natural frequency on the tension parameter $k$ is shown for each of these cases in Fig. 3a. As expected from Eq. (9), the natural frequencies increase as the tension parameter $k$ is increased. When the tension parameter $k$ is less than 1; i.e., the plate behavior is dominant, the natural frequencies almost stay constant with respect to $k$. However, when $k$ is larger than 20; i.e., the membrane behavior is dominant, the natural frequencies increase rapidly. Note that it is possible to get the same natural frequency (10.97 kHz) as that for the diaphragm with $h = 40 \mu$m and $k = 0$ by choosing the appropriate tension parameters. As pointed out in Fig. 3a, the tension parameter values are $k = 6.86$ and 32.86, for $h = 20$ and 5 $\mu$m, respectively. The structural and system parameters for the previously mentioned three diaphragm structures are presented in Table 1. Again, these parameters have been chosen so that the first natural frequency in each of the three cases is 10.97 kHz.

As a representative case, a Mylar diaphragm with the Young’s modulus of elasticity $E = 3.45 \times 10^9$ Pa, density $\rho = 1.29 \times 10^3$ kg/m$^3$, and Poisson’s ratio $\nu = 0.41$ is considered. For a diaphragm radius of 1.75 mm and thickness values of 40, 20 and 5 $\mu$m, the dependence of the first natural frequency on the tension parameter $k$ is shown for each of these cases in Fig. 3a. As expected from Eq. (9), the natural frequencies increase as the tension parameter $k$ is increased. When the tension parameter $k$ is less than 1; i.e., the plate behavior is dominant, the natural frequencies almost stay constant with respect to $k$. However, when $k$ is larger than 20; i.e., the membrane behavior is dominant, the natural frequencies increase rapidly. Note that it is possible to get the same natural frequency (10.97 kHz) as that for the diaphragm with $h = 40 \mu$m and $k = 0$ by choosing the appropriate tension parameters. As pointed out in Fig. 3a, the tension parameter values are $k = 6.86$ and 32.86, for $h = 20$ and 5 $\mu$m, respectively. The structural and system parameters for the previously mentioned three diaphragm structures are presented in Table 1. Again, these parameters have been chosen so that the first natural frequency in each of the three cases is 10.97 kHz.

As discussed earlier, the sensitivity of a pressure sensor is related to ratio of the diaphragm center displacement to the magnitude of the pressure disturbance (slopes of the curves in Fig. 3b). The variation of the response amplitude of the diaphragm center with respect to pressure amplitude is shown in Fig. 3b for the three cases shown in Table 1. It can be seen that for the diaphragm with the lowest thickness value ($h = 5 \mu$m) and highest tension parameter value ($k = 32.86$), the corresponding curve in Fig. 3b has the largest slope, indicating the corresponding sensor has the highest sensitivity. These results show that it is possible to address the trade-off between sensitivity and bandwidth and realize a sensor with both high sensitivity and high bandwidth by reducing the diaphragm thickness and applying appropriate tension.

In the next section, the effect of the nonlinearity in Eq. (2) on the sensor response and performance characteristics is examined for diaphragms with and without initial tension.
3. Nonlinear analysis, results, and discussion

Starting from Eq. (2), first the following equation governing the axi-symmetric response is obtained:

$$\rho h \frac{\partial^2 w}{\partial t^2} + D \nabla^4 w - N_0 \nabla^2 w = \frac{1}{r} \frac{\partial}{\partial r} \left( r N_1 \frac{\partial w}{\partial r} \right) - 2\mu \frac{\partial w}{\partial t} + f(r, \theta; t).$$  \hspace{1cm} (12a)

Then, the following variables are introduced:

$$r = ar^*, \quad t = a^2 \sqrt{\frac{\rho h}{D}} t^*, \quad w = \frac{h^2}{a} w^*, \quad \mu = \frac{24(1 - v^2)}{a^4} \sqrt{\rho h^2 D},$$  \hspace{1cm} (12b)

where $W_m(r)$ are the free-oscillation modes from the linear undamped problem and $\varepsilon$ is a “small” dimensionless parameter. This parameter is defined as $\varepsilon = 12(1 - v^2)h^2/a^2$, where $h$ is the diaphragm thickness and $a$ is the diaphragm radius. For a single-mode approximation (the first mode here), the temporal amplitude of the sensor diaphragm is governed by [5,11,12]

$$\ddot{\psi}_1 + \omega_1^2 \psi_1 = \varepsilon \left[ \Gamma_{1111} \psi_1^3 - 2\mu_1 \psi_1 \right] + f_1(t),$$  \hspace{1cm} (14)

where $\omega_{01} = (\omega_1/a^2)\sqrt{D/\rho h}$ and the coefficient $\Gamma_{1111}$ has the form shown below:

$$\Gamma_{1111} = -\frac{\int_0^1 W_1 W_1' J_1(C1r) \, dr \int_0^1 W_1 W_1' J_1(C1r) \, dr}{(C1^2 - 1 + v^2)J_1^2(C1)}.$$  \hspace{1cm} (15)

In Eq. (15), $C1 = 1.463$ based on the Poisson’s ratio of the chosen Mylar diaphragm material and the coefficient $\Gamma_{1111}$ assumes a negative value for the first mode. This means that system (14) would behave like an oscillator with a hardening cubic spring. Additionally, in Eq. (14),

$$\mu_1 = \int_0^1 \mu r W_1^2 \, dr, \quad f_1(t) = \int_0^1 r W_1 f(r, t) \, dr.$$  \hspace{1cm} (16)

It should be pointed out that the effect of the nonlinearity depends on the strength of $\varepsilon \Gamma_{1111}$ and the magnitude of $\psi_1$. Eq. (14) can be rewritten as

$$\ddot{\psi}_1 + 2\zeta \omega_1 \dot{\psi}_1 + \omega_1^2 \psi_1 - \varepsilon \Gamma_{1111} \psi_1^3 - f_1(t) = 0,$$  \hspace{1cm} (17)

where $\zeta = \varepsilon \mu_1 / \omega_1$.

For a weakly nonlinear case and a resonance excitation close to the first natural frequency, as shown in Nayfeh and Mook [11], an analytical approximation can be obtained for the solution of Eq. (14). The frequency–response curve is given by

$$\left[ \left( \zeta \omega_1 \right)^2 + \left( \sigma + \frac{3 \Gamma_{1111} a^2}{8 \omega_1} \right)^2 a^2 \right] \dot{\tilde{a}}^2 = \frac{f_1^2}{4 \omega_1}.$$  \hspace{1cm} (18)

where $\dot{\tilde{a}}$ is the response amplitude and the detuning parameter $\sigma = (\omega - \omega_1)/\varepsilon$.

In Fig. 4a and b, for the structure corresponding to Case 2 of Table 1 and the associated values shown in Table 2, the analytically predicted frequency–response curves are compared with the numerical results obtained by using the software AUTO97 [14,15]. The stable and unstable branches of the analytically predicted results generated by using Eq. (18) and equilibrium stability analysis are found to agree well with the numerical results obtained by using AUTO97 on the basis of Eq. (17). The numerical results obtained in the
following sections have also been determined by using AUTO97. These results are used to illustrate the effects of initial tension and damping on the nonlinear response of the diaphragm.

### 3.1. Effects of initial tension on nonlinear response

As in the previous section, the three Mylar diaphragm structures presented in Table 1 are considered. It is recalled that the structural parameters and initial tension values are selected so that the first natural frequency in all three cases is 10.97 kHz. In Table 2, the numerical values of the dimensionless system parameters of Eq. (17) are provided for the three cases of Table 1.

First, analyses were conducted to investigate the nature of the frequency–response curves for different excitation pressure amplitudes with the initial tension $k = 0$. The results of these analyses are shown in Fig. 5a. When the excitation pressure level is quite low ($p < 20$ Pa), the frequency–response curve is symmetric with respect to the natural frequency location and the diaphragm response resembles that of a linear oscillator. As the excitation pressure amplitude is increased to $p = 60$ Pa, the frequency–response curves slightly bend to the right due to the cubic nonlinear term, showing a Duffing-oscillator-like behavior. For a higher excitation pressure level ($p = 100$ Pa), the frequency–response curves not only bend to the right but also contain an unstable branch (dashed lines) and there is a frequency range in which multiple responses of the diaphragm can occur.

Next, for a fixed excitation pressure amplitude $p = 60$ Pa, the frequency–response curves obtained for the three different diaphragm structures of Table 1 are compared in Fig. 5b. Similar to the behavior observed in the linear case, the response amplitude level increases with respect to increase in the tension level over the considered frequency range. These results indicate how the sensitivity can be enhanced by increasing the initial tension. Furthermore, although the frequency–response curves corresponding to $k = 0$ do not have any unstable branches, as the tension parameter $k$ is increased to $k = 6.86$ and $32.86$, there are unstable branches. In each of these non-zero initial tension cases, there is a region of multiple responses in the vicinity of the first natural frequency. This indicates that the cubic nonlinearity effect gets stronger as $k$ is increased, despite a decrease in $|\varepsilon \Gamma_{1111}|$ (see Table 2). For $k = 6.86$, the turning points or saddle-node bifurcation points [14] are...

---

Table 2

Dimensionless system parameters for the diaphragm structures of Table 1

<table>
<thead>
<tr>
<th>Structure</th>
<th>$\varepsilon$</th>
<th>$\Gamma_{1111}$</th>
<th>$\varepsilon \Gamma_{1111}$</th>
<th>$\omega_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$5.2 \times 10^{-3}$</td>
<td>-58.54</td>
<td>-0.304</td>
<td>10.22</td>
</tr>
<tr>
<td>2</td>
<td>$1.3 \times 10^{-3}$</td>
<td>-49.7</td>
<td>-0.064</td>
<td>20.43</td>
</tr>
<tr>
<td>3</td>
<td>$8.15 \times 10^{-5}$</td>
<td>-39.82</td>
<td>-0.003</td>
<td>81.72</td>
</tr>
</tbody>
</table>

---

Fig. 4. Frequency–response curves for the diaphragm structure with $k = 6.86$ and $\zeta = 0.015$ when $p = 60$ Pa: (a) analytical prediction results and (b) AUTO97 results. Stable and unstable branches of equilibrium solutions obtained from the analysis and AUTO97 are shown by using solid and dashed lines, respectively.
located at (11,491 Hz, 1.26e−5 m) and (11,784 Hz, 2.50e−5 m), and for \( k = 32.86 \), the turning points or saddle-node bifurcation points are located at (12,256 Hz, 1.92e−5 m) and (16,152 Hz, 7.24e−5 m). As the initial tension is increased, the turning points shift to higher frequency locations. These results indicate that although there is a trade-off between sensitivity and bandwidth, this can be addressed to a limited extent by decreasing the thickness and increasing the diaphragm tension parameter. Based on the results shown in Fig. 5b, it can be stated that as the tension is increased, the nonlinear effects are pronounced. Even for pressure measurements with \( p < 250 \text{ Pa} \), the influence of the nonlinearity on the response of a thin diaphragm may be unacceptable. The present analyses illustrate the importance of carrying out a nonlinear analysis to design a pressure sensor with a thin diaphragm.

For an oscillator with a cubic nonlinearity, it is known that nonlinear responses can be prominent when the excitation frequency \( \omega \) is in the vicinity of the following [11]: (i) one-third of the first natural frequency, (ii) the natural frequency, and (iii) three times the natural frequency. Here, only the cases \( \omega \approx \frac{1}{3} \omega_{01} \) and \( \omega_{01} \) are considered, since the sensor bandwidth is usually designed to be lower than the first natural frequency.

When the excitation frequency is close to one-third of the natural frequency \( (\omega/2\pi = 3665 \text{ Hz}) \), the variation of the diaphragm center response amplitude with respect to the excitation pressure level is shown in Fig. 6a, for the three different diaphragm structures of Table 1. In the considered pressure range of 0–3000 Pa, the response curves corresponding to \( k = 0 \) and 6.86 are stable throughout the considered range. For “low” levels of the excitation pressure level, the nonlinear and linear responses are indistinguishable. However, as the excitation pressure level is increased, the nonlinear response curves obtained for the different initial tension values start deviating from the corresponding linear response curves and their slopes have lower values. In addition, for higher values of \( k \), unstable branches are possible in the nonlinear case. This is illustrated for \( k = 32.86 \) in Fig. 6a. For a pressure-sensor design, it is desirable that the sensor response be as “linear” as possible and free of instabilities such as those mentioned above.

To identify a region in Fig. 6a, where the response is close to being “linear”, an enlargement of the area labeled Z1 is considered in Fig. 6b. This region corresponds to low to moderate excitation pressure levels (0–500 Pa). For low to moderate values of \( k \) (say, \( 0 \leq k \leq 6.86 \)), the nonlinear effects are weak and the nonlinear pressure response curves (solid lines) more or less coincide with the corresponding linear response curves ones (dotted lines). However, for \( k = 32.86 \), the pressure response curve is “linear”, only for excitation pressure levels below 100 Pa. These observations show that the cubic nonlinearity can limit the dynamic range of the sensor. To illustrate this effect, the variation of the maximum pressure level for which the response remains linear is shown with respect to the tension in Fig. 7. The different points at which the results have been numerically determined are shown along with the curve fit through these points. For a fixed sensor first natural frequency, as the initial tension is increased, the maximum pressure level for which the response remains linear
decreases in magnitude. From a sensor design standpoint, it is desirable to have a sensor with a large dynamic range. However, this requires that the sensor diaphragm have low response amplitudes to keep nonlinear effects minimal, which in turn means a low sensitivity. This is another trade-off that one needs to consider in the design of pressure sensors.

To look into the nonlinear effects with respect to the excitation pressure level and the corresponding displacement response amplitude, two groups of test points are selected from Fig. 6. These groups of points are (A, B, C) and (A, D, E), where point A corresponds to \( k = 0 \), points B and D correspond to \( k = 6.86 \), and points C and E correspond to \( k = 32.86 \). The group (A, B, C) corresponds to the same response level and the group (A, D, E) corresponds to the same excitation level.

In Fig. 8, the steady-state time histories and the corresponding power spectral densities are shown for the responses associated with locations A, B, and C. The response amplitude is fixed at 3.0 \( \times \) 10\(^{-6}\) m and the respective excitation pressure levels are 386 Pa for \( k = 0 \), 199 Pa for \( k = 6.86 \), and 51.2 Pa for \( k = 32.86 \). As shown in Fig. 8b, d, and e, in addition to the primary response at the excitation frequency that is close to one-third
of the first natural frequency, due to the effects of cubic nonlinearity, there is a secondary response at the third
harmonic of the excitation frequency. The peak values at the excitation frequency and the corresponding third
harmonic are also given in Fig. 8b, d, and f. It is noticed that the peak value of the third harmonic is about the
same in all three cases with the same response amplitude. This indicates that for the diaphragm structures studied
here, one needs to pay attention to the response amplitude rather than the nonlinear strength parameter $|\varepsilon G_{111}|$
to realize the allowable level of secondary harmonics in the sensor response.

Similarly, the steady-state time histories and the associated power spectral densities are shown in Fig. 9 for
the responses corresponding to locations A, D, and E in Fig. 6. In this figure, the excitation pressure
magnitude is fixed at 386 Pa for all three cases. As expected, the results corresponding to $k = 32.86$ have the
largest primary response as well as the largest third harmonic response. The ratio of $10^{-0.86}$ between the peak
value of the third harmonic response and that of the primary response for $k = 32.86$ is larger than the ratio of
$10^{-1.51}$ obtained for $k = 0$ and the ratio of $10^{-1.19}$ obtained for $k = 6.86$. Due to the strong nonlinear effects,
distortions can be observed in the time domain signal for $k = 32.86$ (see Fig. 9d) and higher-order harmonics
are discernible in the power spectrum density (see Fig. 9f). These results confirm again that the diaphragm
structure with a higher initial tension can have a high sensitivity but suffer from strong nonlinear effects.

When the excitation frequency is close to the natural frequency, the response curves obtained for the three
diaphragm structures are shown in Fig. 10. When one compares the results of Fig. 10 to those presented in
Fig. 6, it can be seen that the linear response region and weakly nonlinear response region of the response
curves of Fig. 10 are much shorter in range. This is due to the large response amplitudes observed during the
primary resonance excitation. These results show that if the sensor bandwidth is extended to be somewhere
close to the diaphragm’s first natural frequency, the sensor dynamic range can be limited.

All the curves of Fig. 10 contain unstable branches (dashed lines). The turning points are located at
(65.49 Pa, 1.36e−5 m) and (66.23 Pa, 1.15e−5 m) for $k = 0$, at (34.12 Pa, 1.38e−5 m) and (34.51 Pa, 1.16e−5 m)
for $k = 6.86$, and at (8.93 Pa, 1.39e−5 m) and (9.04 Pa, 1.19e−5 m) for $k = 32.86$. For the diaphragm with
larger $k$, instabilities occur at a lower pressure level. Although the turning points emerge at different excitation
pressure levels for each $k$, the corresponding response amplitudes at these turning points are almost the same. These results again point to the observation that the response amplitude level can be used to ascertain the influence of the nonlinearity.

In Fig. 11, the frequency–response curves are shown for diaphragm structures with the thickness $h = 20\,\mu m$, the radius $r = 1.75\,mm$, and different levels of initial tension. In this figure, the dimensionless response
amplitude is plotted versus the dimensionless detuning parameter $\varepsilon\sigma$. It is clear that the frequency response corresponding to $k = 0$ has a big bend to the right side and an unstable branch. As the tension parameter $k$ is increased to 6.86, the bending is smaller and the unstable branch still exists. For $k = 32.86$, there are no unstable branches and the bending is not perceptible. Furthermore, as the tension level is increased, the response amplitude level decreases over the considered frequency range. These results indicate how the sensitivity can be reduced by increasing the initial tension. However, the dynamic range can be enhanced by increasing the initial tension. Similar to Fig. 7, the maximum pressure level for which the response remains linear is shown in Fig. 12 for different values of the initial tension. In this case, the maximum pressure level increases as $k$ increases. This results agree well with the results presented in Ref. [9], where the static case was investigated.

3.2. Damping effects

In the earlier work of Yu and Balachandran [8], damping was found to be another determining factor in the sensor design. Based on linear analysis, it was ascertained that inclusion of damping can extend the flat region
of the diaphragm frequency–response curve so as to increase the sensor bandwidth. Since the response amplitude level is a key factor in determining the nonlinear effects, if sufficient damping can be included to attenuate the response at the first resonance, then it is expected that adding damping to the diaphragm structure can reduce the nonlinear effects.

For different damping levels, the frequency–response curves obtained for a diaphragm structure with \( k = 6.86 \) and \( h = 20 \) \( \mu \)m are shown in Fig. 13 when the excitation pressure amplitude is held fixed at 200 Pa. With small damping (\( \zeta = 0.02 \)), there is an unstable branch (dashed lines) in the frequency–response curves. As the damping is increased to \( \zeta = 0.05 \), the unstable branch disappears and the response peak decreases considerably in magnitude. With sufficient damping (\( \zeta = 0.5 \)), the frequency–response curve becomes fairly flat and nonlinear effects can hardly be observed.

The variation of the response amplitude with respect to the excitation pressure amplitude is shown in Fig. 14 for the different diaphragm structures of Table 1, when the damping constant is held fixed at \( \zeta = 0.5 \). Note

![Fig 13. Frequency–response curves for diaphragm structure with \( k = 6.86 \) and \( h = 20 \) \( \mu \)m. The excitation level is fixed at \( p = 200 \) Pa. The line types are as follows: (i) (—) stable branch for \( \zeta = 0.02 \) and (-----) unstable branch for \( \zeta = 0.02 \); (ii) (——) stable branch for \( \zeta = 0.05 \); (iii) stable branch for \( \zeta = 0.01 \); (iv) (□□□) stable branch for \( \zeta = 0.2 \); and (v) (□□□□) stable branch for \( \zeta = 0.5 \).]

![Fig 14. Variation of diaphragm response with respect to excitation pressure for the three diaphragm structures shown in Table 1 with damping factor \( \zeta = 0.5 \): (□□□□) stable branch for \( k = 32.86 \); (——) stable branch for \( k = 6.86 \); and (□□□□□) stable branch for \( k = 0 \), respectively. The excitation frequency is fixed at \( \omega / 2\pi = 11,300 \) Hz.]
that when pressure amplitude is in the range 0–500 Pa, all three structures exhibit fairly good linearity and the nonlinear response curves are coincident with those obtained from linear analysis. Compared with the results of Fig. 10, the dynamic range is dramatically increased when sufficient damping is added to a diaphragm.

In general, the damping can arise from the energy lost to a surrounding fluid and the energy dissipated internally within the diaphragm material. The first mechanism has been widely used for detuning the damping coefficient in the design of pressure sensors. For example, a perforated backplate has been included in many condenser microphones to increase damping. As shown here, such inclusions can not only enhance the bandwidth of a pressure sensor but also improve its dynamic range without loss of sensitivity.

4. Concluding remarks

In this article, a pressure-sensor diaphragm model based on a plate with in-plane tension is presented. Earlier linear analysis of this model showed that the dynamic behavior of the diaphragm exhibits a transition from plate behavior to membrane behavior, when the tension parameter $k$ is between 1 and 20 with the plate behavior dominating for $k<1$ and the membrane behavior dominating for $k>20$. From the linear analyses and results, it was inferred that for a given diaphragm radius, one can realize the desired high sensitivity and high bandwidth by decreasing the diaphragm thickness and applying an appropriate tension. This was believed to be a solution to address the trade-off between the sensitivity and bandwidth and a useful guideline to design a high performance sensor for dynamic pressure sensing. However, when the analysis is extended to the nonlinear regime, such a solution is seen to fail, since a high sensitivity is seen to be accompanied by strong nonlinear effects that reduce the sensor dynamic range. Within the scope of the sensor bandwidth, nonlinear effects are pronounced when the excitation frequency is close to either one-third of the first natural frequency or the natural frequency. As illustrated by the nonlinear analysis and accompanying results obtained, nonlinear effects can be present even during low to moderate excitation pressure levels and the nonlinear effects become stronger when the in-plane tension is increased and diaphragm thickness is decreased. Furthermore, it is noticed that the response amplitude of the diaphragm is the dominant factor that determines the strength of nonlinearity.

It is suggested that inclusion of damping can not only be used to enhance the sensor bandwidth, but also be considered as a potential solution to address the trade-off between sensitivity and dynamic range of the pressure sensor, since damping can be effective in reducing the nonlinear effects. Careful choices of the tension parameter and damping coefficient, two important parameters in the design of pressure sensors, can enable the realization of high-performance pressure sensors for various applications.

Acknowledgments

The first author acknowledges support received from the US National Science Foundation through Award no. CMMI 0644914, and the second author acknowledges support received from MST of PRC under 973 Grant 2005CB724101.

Appendix A. Stress function and related details

For completeness, additional details corresponding to the stress function used in Eqs. (2)–(6) are provided here. Starting from Love’s equations [11–13], including damping and the transverse loading per unit area $f(r,\theta; t)$, the nonlinear partial-differential equation governing a plate with initial tension can be obtained as

$$\rho h \frac{\partial^2 w}{\partial t^2} + D \nabla^4 w = \tilde{N}_r \frac{\partial^2 w}{\partial r^2} + \tilde{N}_\theta \left( \frac{1}{r} \frac{\partial w}{\partial r} + \frac{1}{r^2} \frac{\partial^2 w}{\partial \theta^2} \right) + 2N_{t0} \left( \frac{1}{r} \frac{\partial w}{\partial r} - \frac{1}{r^2} \frac{\partial w}{\partial \theta} \right) - 2\mu \frac{\partial w}{\partial t} + f(r, \theta; t),$$

(A.1)

where $r$ is the radial distance from the center, $\theta$ is the angular coordinate, $w(r,\theta;t)$ is the transverse displacement, $\mu$ is the damping coefficient, and $f(r,\theta;t)$ is the transverse loading per unit area. Let

$$\tilde{N}_r = N_0 + N_r,$$

(A.2)
\[ \tilde{N}_0 = N_0 + N_\theta, \]  

(A.3)

where \( N_0 \) is the initial tension per unit length. Neglecting the in-plane inertia, one has

\[ \frac{\partial N_r}{\partial r} + \frac{1}{r} \frac{\partial N_\theta}{\partial \theta} + \frac{N_r - N_\theta}{r} = 0, \]  

(A.4)

\[ \frac{\partial N_\theta}{\partial r} + \frac{1}{r} \frac{\partial N_\theta}{\partial \theta} + 2 \frac{N_\theta}{r} = 0. \]  

(A.5)

To determine \( N_r \) and \( N_\theta \), a stress function \( \Phi(r, \theta) \) that satisfies Eqs. (A.4) and (A.5) is introduced and defined by

\[ N_r = \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2}, \]  

(A.6)

\[ N_\theta = \frac{\partial^2 \Phi}{\partial r^2}, \]  

(A.7)

\[ N_{r\theta} = -\frac{1}{r} \frac{\partial^2 \Phi}{\partial r \partial \theta} + \frac{1}{r^2} \frac{\partial \Phi}{\partial \theta}. \]  

(A.8)

After substituting Eqs. (A.6)–(A.8) into Eqs. (A.2) and (A.3) and then into Eq. (A.1), the equation of motion governing a circular plate can be written as given by Eq. (2). It is also mentioned that for Hookean isotropic material, the in-plane forces can be written in terms of the mid-plane strains

\[ \tilde{N}_r = \frac{Eh}{1 - v^2} (e_r + ve_\theta). \]  

(A.9)

\[ \tilde{N}_\theta = \frac{Eh}{1 - v^2} (e_\theta + ve_r), \]  

(A.10)

\[ N_{r\theta} = \frac{Eh}{2(1 + v)} e_{r\theta}. \]  

(A.11)

Combining Eqs. (A.6)–(A.11), one can obtain

\[ e_r = \frac{1}{Eh} \left( \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} - v \frac{\partial^2 \Phi}{\partial r^2} \right) + \frac{1 - v}{Eh} N_0, \]  

(A.12)

\[ e_\theta = \frac{1}{Eh} \left[ \frac{\partial^2 \Phi}{\partial r^2} - v \left( \frac{1}{r} \frac{\partial \Phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \Phi}{\partial \theta^2} \right) \right] + \frac{1 - v}{Eh} N_0, \]  

(A.13)

\[ e_{r\theta} = \frac{2(1 + v)}{Eh} \left( \frac{1}{r^2} \frac{\partial \Phi}{\partial \theta} - \frac{1}{r} \frac{\partial \Phi}{\partial \theta} \right). \]  

(A.14)

The mid-plane strains can also be written in terms of the transverse displacement \( w \), the radial displacement \( u \), and the hoop displacement \( v_h \) as

\[ e_r = \frac{\partial u}{\partial r} + \frac{1}{2} \left( \frac{\partial w}{\partial r} \right)^2, \]  

(A.15)

\[ e_\theta = \frac{u}{r} + \frac{1}{r} \frac{\partial v_h}{\partial \theta} + \frac{1}{2r^2} \left( \frac{\partial w}{\partial \theta} \right)^2, \]  

(A.16)

\[ e_{r\theta} = \frac{1}{r} \frac{\partial u}{\partial \theta} + \frac{\partial v_h}{\partial r} - \frac{v_h}{r} + \frac{1}{r} \frac{\partial w}{\partial \theta}. \]  

(A.17)
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